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Abstract— This paper demonstrates that several known sequence
kernels can be expressed in a unified framework in which the position
specificity is modeled by fuzzy equivalence relations. In addition to
this interpretation, we address the practical issues of positive semi-
definiteness, computational complexity, and the extraction of inter-
pretable features from the final support vector machine classifier.
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1 Introduction

The classification of biological sequences — in particular,
nucleotide sequences (DNA and RNA) and amino acid se-
quences (proteins) — is one of the fundamental tasks in com-
putational biology [1]. In the early days of computational bi-
ology, sequence statistics were employed. These approaches
were later improved by Hidden Markov Models (HMM) and
Artificial Neural Networks (ANN). In the last decade, Sup-
port Vector Machines (SVM) have become increasingly pop-
ular for sequence classification [2]. In many tasks — in com-
putational biology, but also in many other domains — SVMs
have outperformed all competing methods. It is justified to
state that SVMs are nowadays widely considered the most
powerful class of classification methods.1 SVMs have been
applied successfully in a wide spectrum of sequence classifi-
cation tasks, ranging from promoter and splice site detection
(both on DNA data) [3, 4, 5] to protein fold and secondary
structure prediction (both on amino acid sequences) [6, 7, 8].

SVM classifiers, in their simplest form, are nothing else but
linear classifiers. What distinguishes SVMs from other lin-
ear classifiers like perceptrons or logistic regressors is the fact
that SVMs determine the classification function by maximiz-
ing the margin between the classes — a principle that is known
to be optimal in terms of bounds on the generalization error
[9, 10]. Since linear SVMs use input vectors only to compute
scalar products, SVMs facilitate the so-called kernel trick, i.e.
the replacement of the scalar products by a kernel, i.e. a non-
linear two-place function that is positive semi-definite. The
use of kernels enables support vector machines to be applica-
ble to almost any kind of data, including raw sequence data,
signals, images, or graphs — only an appropriate kernel is
needed. It is not surprising, therefore, that the design of ap-
propriate sequence kernels is one of the central research topics
in sequence classification with SVMs. Most of these sequence
kernels are based on comparing sub-sequences and do not take
the positions of these occurrences into account. In many ap-
plications, however, the occurrence of a specific sub-sequence
is only indicative if it is at a specific position or region.

1although one has to admit that there are applications and circum-
stances/requirements under which other methods may be preferable

This paper repeats established sequence kernels that are
based on occurrences of specific patterns along with some
position-specific variants. We demonstrate that these kernels
can be expressed in a unified framework in which the po-
sition specificity is modeled by fuzzy equivalence relations.
This framework, on the one hand, allows for an interpreta-
tion of existing position-specific sequence kernels from the
viewpoint of fuzzy equivalence relations. On the other hand,
and more importantly from the practical viewpoint, this frame-
work gives rise to new position-specific sequence kernels by
allowing to use fuzzy equivalence relations that have not been
considered for modeling position specificity previously.

2 Support vector classification
Suppose that we have to do binary classification of samples
from a given arbitrary non-empty set X . The two classes are
denoted with +1 (positive class) and −1 (negative class). For
a given training set

{(xi,yi) | 1≤ i≤ l}

with xi ∈ X and yi ∈ {−1,+1} for all i = 1, . . . , l, the sup-
port vector machine classifier is represented as the following
discriminant function:

f (x) = b+
l

∑
i=1

αi · yi · k(x,xi) (1)

In this formula, b is a real value, αi are non-negative factors,
and k(., .) is the so-called kernel, that is, a symmetric X ×X →
R mapping fulfilling positive semi-definitenes, i.e.

n

∑
i=1

n

∑
j=1

zi · z j · k(xi,x j)≥ 0 (2)

for all n ∈ N, all (z1, . . . ,zn) ∈ R
n, and all (x1, . . .xn) ∈ X n.

With the notations z = (z1, . . . ,zn)T and K = (k(xi,x j))
j=1,...,n
i=1,...,n ,

Eq. (2) can be written as zT Kz≥ 0. Hence, the positive semi-
definiteness of k corresponds to the positive semi-definiteness
of any kernel matrix K.

The factors α1, . . . ,αn are the Lagrange multipliers of a con-
vex quadratic optimization problem arising from margin max-
imization. For details, the reader is referred to introductory
tutorials [11, 12] and standard SVM literature [9, 10, 13, 14].
We only note shortly that samples contributing to the final
classifier, obviously those xi for which αi > 0, are called sup-
port vectors.

The positive semi-definiteness of the kernel k serves for two
purposes. First, it ensures that the SVM optimization prob-
lem is a convex quadratic one, which ensures the existence
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of a global solution that can be determined efficiently. More
importantly, by the famous Mercer theorem [15], it guaran-
tees that there exists a Hilbert space (H ,〈., .〉) and a mapping
ϕ : X →H such that the representation

k(x,y) = 〈ϕ(x),ϕ(y)〉 (3)

holds for all x,y ∈ X . This means that the kernel k can be
understood as a scalar product in a feature space H .

3 An overview of sequence kernels

In this paper, we restrict ourselves to sequence kernels that are
based on the occurrence of specific patterns. Assume in the
following that we have a certain finite alphabet A and that X
is a set of finite strings over the alphabet A . Further assume
that M is a finite set of patterns. A pattern can either be a
string over A itself (i.e. an exact pattern) or contain wildcards,
i.e. positions that match to an arbitrary symbol or a subset of
symbols from the alphabet A . We consider sequence kernels
that can be expressed as

k(x,y) = ∑
m∈M

N(m,x) ·N(m,y), (4)

where N(m,x) denotes the number of occurrences/matches of
pattern m in string x. It is obvious that, according to the repre-
sentation (3), such a kernel is nothing else but a scalar product
in an |M |-dimensional real feature space, where the feature
mapping ϕ is explicitly given as

ϕ(x) = (N(m,x))m∈M . (5)

In order to accommodate different matching criteria used in
existing sequence kernels, let us express N(m,x) as

N(m,x) =
length(x)

∑
p=1

1(m,x, p), (6)

where 1(m,x, p) is a kernel-specific indicator function whose
value is 1 if pattern m matches string x at position p and 0 if
not. So, in the framework presented here, a sequence kernels
is basically given by its pattern set M and its match indicator
function 1. This representation accommodates the following
well-known sequence kernels:

Spectrum kernel [6]: M = AK , i.e. the set of patterns is the
set of all K-length strings; the indicator function is given
as2

1(m,x, p) =


1 if p+K−1≤ length(x) and

m = x[p . . . p+K−1],
0 otherwise.

In other words, the spectrum kernel maps each of the two
sequences to the numbers of occurrences of all strings of
length K and computes the scalar product of these two
feature vectors.

2For a given string x, we define x[r] to be the r-th character in x
and x[r . . .q] to be the substring that starts with the r-th and ends with
the q-th position.

Mismatch kernel [7]: this kernel is analogous to the spec-
trum kernel with the exception that matches are con-
sidered up to a maximal number of M mismatches, i.e.
M = AK and

1(m,x, p) =


1 if p+K−1≤ length(x) and
|{1≤ r ≤ K | m[r] �= x[p+ r−1]}| ≤M,

0 otherwise.

Motif kernel [16]: M is a set of predefined patterns known
or assumed to be related to the given classification task;
the indicator mapping 1 is given as follows:3

1(m,x, p)=


1 if p+ length(m)−1≤ length(x) and

m[r] = x[p+ r−1] for all 1≤ r ≤ length(m)
such that m[r] �= “∗”

0 otherwise

Beside these three prominent kernels, also some others
comply with the representation (4), e.g. spatial sample ker-
nels [8].

The class of kernels (4) facilitates easy feature extraction,
which is not surprising given the fact that the feature mapping
ϕ is known explicitly. Suppose we are given a support vector
machine with Lagrange multipliers α1, . . . ,αl and an offset b.
Then we can make the following rearrangements:

f (x) = b+
l

∑
i=1

αi · yi · k(x,xi)

= b+
l

∑
i=1

αi · yi · ∑
m∈M

N(m,x) ·N(m,xi)

= b+ ∑
m∈M

N(m,x) ·
l

∑
i=1

αi · yi ·N(m,xi)︸ ︷︷ ︸
=w(m)

(7)

So we obtain w(m) as the linear scaling factor with which ev-
ery occurance/match of m in the sequence x is scored. Obvi-
ously, the higher the absolute value w(m), the more important
the pattern m is for the final classification. If w(m) is positive,
the pattern m is indicative for the positive class and, if w(m) is
negative, m is indicative for the negative class.

Note that the representation (7) is not only beneficial for
feature extraction, i.e. for determining which patterns are in-
dicative for the classification tasks. If the total number of
patterns actually occurring in the training set is not exces-
sively large, the explicit representation (7) also has strong ad-
vantages in terms of computational complexity: the weights
w(m) can be stored in a simple hash table indexed by the
patterns. For a new sample x, it is then only necessary to
sum up the weights for all occurrences of all patterns in x.
For the spectrum kernel, for instance, this means adding up
length(x)−K + 1 numbers, whereas the direct implementa-
tion of the general SVM (1) requires the computation of all
k(x,xi) for which αi > 0 and, therefore, much more computa-
tional effort.

3We restrict to fixed-length motifs with only regular characters
and the wildcard “∗” that matches all single characters, although the
generalization to more sophisticated patterns, e.g. by regular expres-
sions, is straightforward.
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4 Fuzzy position preference
The position-independent kernels presented in Section 3 have
been used successfully in protein classification. Many protein
classification tasks are concerned with inferring the structure
and/or function of proteins from their amino acid sequences.
Structure and function of proteins are largely determined by
shorter sub-sequences (patterns/motifs), mostly irrespective of
their exact position in the sequence, so position specificity is
not an important issue.

When analyzing DNA or RNA nucleotide sequences, the
situation is quite different. There is a rather small alphabet
(four nucleic acids instead of twenty amino acids), so some
patterns (in particular, shorter ones) are less indicative as they
may occur by chance. The position where a pattern occurs, for
example, relative to the start or end of a gene, plays a much
bigger role. Therefore, there is a strong need for position-
specific sequence classification.

We now want to illustrate how position specificity can be
integrated into the class of kernels introduced in the previous
section. So let us assume that all sequences we consider have
the same length L, i.e. X = AL, and are aligned in a way mean-
ingful for the given classification task.

The simplest way to include position dependence is to con-
sider each pattern at each position completely independent of
the other occurrences at other positions (similar to the philos-
ophy behind the weighted degree kernel [3]). This means that,
instead of mapping a sequence to the total numbers of occur-
rences of all patterns (cf. (5)), each pattern induces L features,
one for each position. The explicit feature mapping can be
formulated as follows:

ϕ(x) =
(
(1(m,x,1), . . . ,1(m,x,L))︸ ︷︷ ︸

binary list of occurrences of pattern m

)
m∈M (8)

Then the corresponding position-specific kernel is given as
follows:

k̄(x,y) = ∑
m∈M

L

∑
p=1

1(m,x, p) ·1(m,y, p) (9)

So this kernel basically counts the number of positions where
the same pattern matches both sequences x and y. It is clear
that the number of features (i.e. the dimension of the feature
space H ) grows by a factor of L compared to the position-
independent kernel (4) — potentially increasing the risk of
overfitting. Moreover, this approach is not ideally suited for
tasks in which patterns are indicative if they appear in certain
regions (but not necessarily at exact positions).

The oligo kernel [5] solves this challenge by replacing the
binary indicators in the feature mapping (8) by the sum of
proximity functions around the occurrences of the pattern,
with Gaussian bell functions being the standard choice. We
leave this variant aside for a moment and concentrate on a
different approach in line with the shifted weighted degree
(SWD) kernel [4]. As in the kernel k̄, a pattern m occurring
at the same position in both sequences contributes 1 to the
sum, but also an occurrence of a pattern m at position p in
the sequence x and an occurrence of the same pattern m at
position q in the sequence y may contribute a non-zero value
to the sum. This is solved by a two-place weighting function

E : {1, . . . ,L}2→ [0,1] which corresponds to the closeness of
positions p and q. The farer p and q are apart, the lower the
value E(p,q) should be. If p = q, i.e. if the positions coincide
exactly, E(p,q) = 1 holds. So we may generalize the kernel k̄
in the following way:

k̃(x,y) = ∑
m∈M

L

∑
p=1

L

∑
q=1

1(m,x, p) ·E(p,q) ·1(m,y,q) (10)

If we leave some constant factors and the SWD kernel’s option
to define importance factors for each position aside, the posi-
tion preference weights used by the SWD kernel essentially
come down to

ESWD(p,q) = 2−|p−q|.

It is easy to see that the kernel k̄ given in (9) is a special
case of k̃ with the position weighting function

E=(p,q) =

{
1 if p = q,

0 otherwise,

i.e. the ordinary equality relation, and the position-
independent variant defined in (4) is also a special case of
(10) with the trivial position-independent weighting function
E1(p,q) = 1 (for all p,q ∈ {1, . . . ,L}).

Since the range of the weighting function E is the unit in-
terval and since it is intended to be a model of the close-
ness of the two positions, it is immediate to ask the question
whether fuzzy equivalence relations [17, 18] would be rea-
sonable choices for E. As usual, a mapping E : X 2 → [0,1]
is called fuzzy equivalence relation with respect to a given
triangular norm T if it has the following properties (for all
x,y,z ∈ X ):

(i) Reflexivity: E(x,x) = 1

(ii) Symmetry: E(x,y) = E(y,x)

(iii) T -transitivity: T (E(x,y),E(y,z))≤ E(x,z)

It is trivial that the two special cases E= and E1 highlighted
above are fuzzy equivalence relations, no matter which trian-
gular norm (t-norm) we consider.

It is also straightforward to prove that ESWD is a fuzzy
equivalence relation with respect to the product t-norm
TP(x,y) = x · y. This can be proved directly, but it is essen-
tially a consequence of the well-known correspondence be-
tween pseudo-metrics and fuzzy equivalence relations with
respect to continuous Archimedean t-norms [19]. As further
consequences of this result, we can deduce some more ex-
amples (generally for x,y ∈ R, containing the special case of
natural numbers 1, . . . ,L):

• Elin,σ(x,y) = max(1 − 1
σ |x − y|,0) is a fuzzy equiva-

lence relation with respect to the Łukasiewicz t-norm
TL(x,y) = max(x+ y−1,0).

• Eexp,σ(x,y) = exp(−|x−y|
σ ) is a fuzzy equivalence relation

with respect to the product t-norm TP.

• EGauss,σ(x,y) = exp(− (x−y)2

σ2 ) is a fuzzy equivalence rela-
tion with respect to the t-norm

T (x,y) = exp
(
− (
√
− lnx+

√
− lny)2),

which is nothing else but the Aczél-Alsina t-norm with
parameter λ = 1

2 [20].
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The question arises which choices of E are feasible. In prin-
ciple, every choice for which E(p,q) is a non-increasing trans-
formation of |p−q| seems reasonable, and all examples men-
tioned above are of that kind.4 However, there is also a tech-
nical requirement that should not be forgotten: the resulting
function k̃ must be positive semi-definite. In order to deduce
meaningful requirements on the fuzzy equivalence relation E,
let us make a simple reformulation of k̃. It is trivial that the
two inner sums are just a vector-matrix-vector product

L

∑
p=1

L

∑
q=1

1(m,x, p) ·E(p,q) ·1(m,y,q) = ϕm(x)T ·E ·ϕm(y),

with

ϕm(x) =
(
1(m,x,1), . . . ,1(m,x,L)

)T
,

ϕm(y) =
(
1(m,y,1), . . . ,1(m,y,L)

)T
,

E =

 E(1,1) · · · E(1,L)
...

. . .
...

E(L,1) · · · E(L,L)

 .

Hence, we can rewrite k̃ as

k̃(x,y) = ∑
m∈M

ϕm(x)T ·E ·ϕm(y)︸ ︷︷ ︸
=k̃m(x,y)

.

The sum of kernels is again a kernel [21]. So if we can guar-
antee that each k̃m is a kernel, k̃ is guaranteed to be a kernel.
It is clear that, if the matrix E is positive semi-definite, k̃m
is a scalar product, hence a kernel. Then the positive semi-
definiteness of E, i.e. that E can be understood as a kernel
itself, is a sufficient criterion for E to be positive semi-definite
— and finally for k̃ to be a kernel.

For the first two examples above, the situation is clear: E=
induces the identity matrices, E1 induces matrices containing
only 1’s; both classes of matrices are trivially positive semi-
definite. For non-trivial situations, fortunately, several results
are known as well:

• Every fuzzy equivalence relation with respect to the
minimum t-norm TM(x,y) = min(x,y) is positive semi-
definite [22].

• Eexp,σ and EGauss,σ are long known to be positive semi-
definite [23], where the latter is one of the most used ker-
nels — the RBF kernel.

• Elin,σ has recently been proved to be positive semi-
definite [24].

• ESWD is also positive semi-definite, as obviously every
matrix E induced by ESWD is diagonally dominant.

So we can conclude that the three choices Eexp,σ, EGauss,σ,
Elin,σ and ESWD are reasonable and technically feasible. Fur-
ther note that the former three choices have in common that
the resulting kernels tend to the position-independent variant
(4) as σ goes to infinity, and the resulting kernels tend to the
most position-specific variant (9) as σ→ 0. So the parameter

4More generally, we could also apply a transformation to the po-
sitions first.

σ allows for adjusting the degree of position specificity in a
continuous manner.

We further note that also the oligo kernel [5] can be ac-
commodated in the framework introduced above. This ker-
nel uses an explicit feature representation for each pattern that
convolves the occurrences with Gaussian neighborhood (for
some a priori chosen σ). So we can integrate the oligo kernel
into the above framework with

Eoligo,σ = EGauss,σ ·EGauss,σ.

So, from the computational point of view, everything said here
is also valid for the oligo kernel. However, since entries of
the matrix Eoligo,σ can exceed the unit interval, this distance
weighting matrix cannot be interpreted as a fuzzy equivalence
relation.

5 Feature extraction and computational issues
There is no doubt that the position-specific variant introduced
in the previous section is more complicated than the position-
independent variant presented in Section 3. The question
arises whether the position-specific framework also allows for
simple feature extraction and computational efficiency like the
position-independent variant. Fortunately, this is the case. The
basis of this result is the following rearrangement of the SVM
discriminant function (analogous to Section 3):

f (x) = b+
l

∑
i=1

αi · yi · k̃(x,xi)

= b+
l

∑
i=1

αi · yi · ∑
m∈M

L

∑
p=1

L

∑
q=1

1(m,x, p) ·E(p,q) ·1(m,xi,q)

= b+ ∑
m∈M

L

∑
p=1

1(m,x, p) ·
l

∑
i=1

L

∑
q=1

1(m,xi,q) ·αi · yi ·E(p,q)︸ ︷︷ ︸
=w̃(m,p)

A value w̃(m, p) can be interpreted as the weight to which
an occurrence of pattern m at position p contributes to the fi-
nal result. Analogously to Section 3, w̃(m, p) > 0 means that
an occurrence of pattern m at position p is indicative for the
positive class, whereas w̃(m, p) < 0 tells us that an occurrence
of pattern m at position p is indicative for the negative class.
The absolute value of w̃(m, p) corresponds to the strength of
this influence.

It is worth to point out that the way the weights w̃(m, p)
are computed has a very intuitive interpretation too. Suppose
that pattern m occurs at position q in a support vector xi. Ob-
viously, if we consider p a free variable, E(p,q) is the prox-
imity (equivalence class) of position q. In case E = Elin,σ is
used, it is nothing else but a triangle with width σ; in the case
E = Eexp,σ, it is a Gaussian bell. So the term αi · yi ·E(p,q) is
nothing else but this proximity scaled by the Lagrange multi-
plier αi and the sign yi. Thus, the list (w̃(m, p))p=1,...,L is the
superimposition of proximities of all occurrences of pattern m
in the training set scaled by corresponding Lagrange multipli-
ers and signs/classes.

The list (w̃(m, p))p=1,...,L can be plotted as a graph over
the sequence showing the influence of pattern m at each po-
sition, indicating in which regions of the sequence the pat-
tern is indicative for either class or not indicative at all. Thus,
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the framework presented here allows for the same simple fea-
ture extraction as the position-independent variant. For other
methods to extract features from SVM-based sequence classi-
fiers, see [25, 26].

Moreover, it is obvious from the reformulation above that
the discriminant function f (x) can be evaluated in the same
way as the position-independent variant — by adding up
weights over all patterns occurring in the sequence x. So there
is no difference in computational complexity between the
position-specific and the position-independent variant. How-
ever, we have to store L times as many weights. This may be
an obstacle if the number of patterns occurring in the training
set and the sequence length L are both high.

For the position-specific spectrum kernel, for instance, the
situation is very convenient. A sequence contains exactly
L−K + 1 sub-strings. Thus, the computation of f (x) can be
done by summing up L−K+2 values (again assuming that the
lists of weights are stored in a convenient hash table). Obvi-
ously, the choice of K is of little influence on this complexity,
which is is not true if we consider memory requirements. For
low K’s, the memory needed to store the weights grows expo-
nentially (as |M |= AK), but the total number of patterns that
need to be considered is bounded above by the total number
of patterns occurring in all support vectors.

All said above is valid for the spectrum kernel only. The
mismatch kernel, for instance, is a much more difficult mat-
ter, as every sub-string of length K can match several patterns
(where this number grows exponentially with M). Thus, the
total number of patterns to be considered can be much higher
and, more importantly, the number of patterns that need to be
taken into account for computing f (x) according to the above
principle is much higher. Moreover, the extraction of features
in the above manner is possible in principle, but impeded by
the fact that the sets of sub-strings matching two different pat-
terns may have large overlaps.

6 A DNA classification example
In this section, we demonstrate the concept introduced above
by means of a case study. We consider the task of characteriz-
ing long nucleosome-free DNA segments.

Nucleosomes are a DNA packing mechanism in eukary-
otic genomes. A nucleosome basically consists of a protein
complex (a histone octamer) around which approximately 147
DNA base pairs (bp) are wrapped in 1 2

3 turns. Nonchalantly
speaking, the histone complex acts as a reel around which
DNA is wrapped. The DNA segment around the histone
is mostly inaccessible for interactions with other molecules,
most importantly, RNA polymerase. That is why the positions
of nucleosomes and possible change of those positions play
an essential role in transcription regulation. Therefore, it is of
essential interest for the systems biology of eukaryotic cells
which mechanisms determine the positioning and reposition-
ing of nucleosomes. An interesting sub-topic is whether there
are specific feature of the DNA that favor or hamper the posi-
tioning of nucleosomes.

For the yeast sub-species Saccharomyces cerevisiae, a com-
monly used model organism, data are available about where
nucleosomes are located [27]. Instead of trying to find out
which DNA features favor nucleosomes [28, 29], we tried
to elicit DNA features that hamper the positioning of nucle-
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Figure 1: Weight profiles for the four patterns “AAAA”,
“TTTT”, “CTTT” and “CGTC” (from top to bottom).

osomes. To this end, we selected a total number of 10226
nucleosome-free sub-sequences of 100 bp length which occur
before (on either strand) a well-positioned nucleosome (with
the end of the sequence aligned to the start of the nucleo-
some coming thereafter). This was done using the data pub-
lished along with [27]. These sequences were labeled as +1.
The data set was complemented by the same number of ran-
dom 100 bp long DNA fragments occurring in nucleosomes or
in between two nucleosomes that are less than 100 bp apart.
These sequences were labeled as −1.

Our investigations were carried out as follows. The choices
A = {“A”,“G”,“C”,“T”} and L = 100 were given by the data
set under consideration. We used the spectrum kernel, both
position-independent and position-specific, with different val-
ues for K ranging from 2 to 6. For the position-specific vari-
ant, we used E = Elin,σ with σ’s of 5, 10, and 20. We em-
ployed libSVM [30] to train standard soft margin SVMs. The
best cross validation accuracy of 79.2% was obtained for the
position-specific variant with K = 4 and σ = 10.

Let us have a closer look at the best setting K = 4. Obvi-
ously, we have |M | = 44 = 256 different patterns. Hence, in
order to realize the principle described in the previous section
we have to store at most 256 · 100 = 25,600 numbers, which
is easily manageable. Computing the discriminant function
f (x) for a new sequence x requires only to slide a window of
length K = 4 over the sequence and to sum up the correspond-
ing weights, hence only 98 additions are necessary, which is
negligible compared to directly applying Eq. (1).

Figure 1 shows four examples of such weight profiles
obtained for the given classification task. It is obvious
that “AAAA” is indicative for the positive class (longer
nucleosome-free positions), more or less regardless of the po-
sition. This is in line with the result of Peckham et al. [29]
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who have found out that poly-A occurrences are indicative
for non-nucleosome sequence regions. One would expect the
same situation for the complementing pattern “TTTT”, but the
profile in Figure 1 shows that this pattern is indicative for the
positive class only in the first half of the sequence, whereas
it is not indicative for the last 45 bases before a nucleosome.
The pattern “CTTT” is not indicative for either class in the
first half of the sequence, it seems to occur frequently around
50 bases before a nucleosome, and it occurs with less-than-
random probability in the last 40 bases before a nucleosome
(note that the negative class is randomly sampled from nu-
cleosomes and shorter nucleosome-free fragments). The last
graph shows that pattern “CGTC” seems to be of no signif-
icance at all. Although the biological interpretation of these
results is a more advanced topic, the examples demonstrate
how easily claims about the significance of specific patterns
can be deduced from the weight profiles.

7 Concluding remarks
In this paper, we have formulated a generalization of position-
specific sequence kernels by using fuzzy equivalence relations
for modeling position specificity. This is not only an inter-
esting link, but also gives rise to new kernels, e.g. the one
based on Elin,σ. We have obtained that these kernels facili-
tate an explicit representation which allows for computational
efficiency and easy feature extraction.
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